Reporting Research Results: Recommendations for Improving Communication

Of the many new recommendations contained in the revised “Instructions for Authors” (see page 18A), those regarding hypothesis testing and P values provoke the most controversy. A number of readers and authors have commented on them, and some disagree with the change. The purpose of this editorial is to explain why we prefer authors to emphasize estimation over hypothesis testing, that is, to use point and interval estimates rather than P values.

Although our recommendations differ from the practice at many journals, they can hardly be considered new or novel. A large body of literature provides ample evidence of the problems with hypothesis testing and P values (dating back to R. A. Fisher, who invented the P value and spent a good part of his subsequent career criticizing its misinterpretation and misuse).1-15 Although statisticians, theoreticians, and methodologists may continue to differ about the exact nature of the advantages and disadvantages of hypothesis testing and its alternatives, there is little disagreement with the proposition that P values are commonly misunderstood and misinterpreted.16 Despite this, the medical research community, like an old dog unable to learn new tricks, is caught in a vicious cycle. Authors continue to report P values liberally, in part because they believe journals expect and may demand them.
Journals print them because authors (whom they wish not to offend) report them, and they believe readers expect them. Readers, seeing them everywhere, may expect them, but we venture to say, hardly desire them. We hope with our new emphasis on estimation, to break or at least attenuate this cycle, and replace it with a style of reporting that we hope will be more informative and enlightening. Emergency physicians have always been willing to break from dogma, tradition, and received wisdom to improve patient care, and we hope this change will be met with the same attitude.

A *P* value estimates the probability of getting a result as extreme or more extreme than that observed, assuming that the null hypothesis is true and the study was free of bias or measurement error. In other words, it tells us about the probability of data given a hypothesis. For example, a one-sided *P* value of .04 means that, if the null hypothesis is true (eg, that Drug A and Drug B are equivalent), there is a 4% chance of seeing the observed data or data even more extreme. It does not mean that the probability of the drugs being equivalent is 4%, nor does it mean that the probability that the drugs differ is 96%, although both these misinterpretations are common. The problem is that clinicians and researchers are far more interested in the probability of a hypothesis, given the data (eg, there is a 73% chance that Drug A is at least 10% better than Drug B) than the other way around. However, this probability can only be calculated using Bayesian methods. In addition, *P* values confound effect size with sample size and provide virtually no information about the strength of the evidence supporting or refuting the null hypothesis.

If *P* values do not provide useful information for clinicians, and Bayesian methods are not yet generally available, what should we use instead? Confidence intervals (CIs) are better than hypothesis tests because they emphasize estimation by providing a range of values that are plausibly compatible with the data. A *P* value of .06 ("not statistically significant" using an *α* of .05) could mean that the absolute difference was 20% with a 95% CI of −1% to 44%. It could also mean that the absolute difference was 0.02% with a 95% CI of −0.001% to 0.041%. This example illustrates how reporting a CI shifts the focus from “is this result statistically significant?” to “are there clinically important values in this range, and is the range narrow enough for comfort?” The importance of this shift cannot be overstated and is why we encourage authors to present difference measures with their CIs instead of *P* values.

Yet CIs are not without problems. They are based on the same classical statistical model as hypothesis tests and share the same set of assumptions regarding randomization and the absence of bias and measurement error. They are also subject to misinterpretation. Just as the *P* value is not the probability that the null hypothesis is true, the 95% CI is not the interval that has a 95% chance of containing the true value. It is the interval that, if calculated in 100 repetitions of a study, will contain the true value in 95. This meaning is awkward, not directly relevant (who cares about trials that did not happen), and nonintuitive. The interval that has a 95% chance of containing the true value is called a posterior interval (also called the credible interval or credible set) and can be obtained only from a Bayesian analysis.

Because CIs share many of the problems of *P* values, we ask that authors use them with appropriate caution. First, CIs should not be used as a back door to hypothesis testing. By determining whether the CI includes or excludes the null value (0 for differences, 1 for ratios), one can use the CI for hypothesis testing. We discourage this because it ignores the other useful information contained in the CI. Second, authors should recognize that the CI only reflects sampling uncertainty. It does not capture other forms of uncertainty and bias. There are classical and Bayesian techniques that can be used to adjust CIs for common forms of bias. Finally, as noted previously, CIs are not posterior intervals and should not be interpreted as such. We encourage CIs because they are a step in the right direction but urge authors to be forthcoming about their limitations and consider using Bayesian methods when appropriate.

This change in emphasis should not be interpreted as a ban on all *P* values. A rule banning all *P* values would be no more sensible than a rule demanding their inclusion. Authors should understand that no manu-
script will be rejected or accepted on the basis of a \( P \) value being included; that is not how our peer review process works. What we do require is that authors carefully consider their analytic choices and provide a reasonable rationale for their selections. During the peer review of submitted manuscripts, we as methodology and statistical editors will engage in a dialogue with the authors about their choices, if necessary, and during this dialogue, special cases and exceptions can be addressed.

There are some circumstances where reporting \( P \) values are clearly inappropriate, some where they are clearly appropriate, and inevitably, some where they are in the middle. \( P \) values should not be used when describing baseline characteristics of randomized groups,\(^{28}\) when comparing results among subgroups,\(^{29-33}\) or when reporting the results of observational studies.\(^{34}\)

Conversely, there are some situations where summarizing an analysis by a \( P \) value is the only reasonably compact option available. For example, an analysis of variance designed to test the null hypothesis that the outcome in several groups is identical can only be reasonably summarized by giving the respective means (with CIs) and a \( P \) value. Most other multiple degree of freedom tests would also qualify here. Types of survival analysis, analysis heterogeneity, receiver operating characteristic curves, or time series may also be best reported with a \( P \) value.

Intermediate circumstances, where hypothesis tests do not add much (in our opinion) would include testing a specific a priori hypothesis regarding the main outcome in a 2-group randomized controlled trial. Here, a \( P \) value (eg, \( P=0.03 \), not \( P<0.05 \)) could be reported if accompanied by a point estimate of the difference and its CI. We discourage this practice, however, because it shifts the emphasis from estimation to hypothesis testing without adding any appreciable benefit.

Our request to emphasize estimation over hypothesis testing and CIs over \( P \) values is one part of a larger mission. That mission is to provide readers with articles that candidly and clearly describe what was done and bring them as close to the data as possible.\(^{35-37}\) The goal is to empower readers with sufficient information that they can justifiably reach their own conclusions about the meaning of the study. In most circumstances, \( P \) values do not serve this mission.
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